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Abstract Radio frequency fingerprint (RFF) identification is a promising technique for identifying Internet of Things (IoT) devices. This paper presents a comprehensive survey on RFF identification, which covers various aspects ranging from related definitions to details of each stage in the identification process, namely signal preprocessing, RFF feature extraction, further processing, and RFF identification. Specifically, three main steps of preprocessing are summarized, including carrier frequency offset estimation, noise elimination, and channel cancellation. Besides, three kinds of RFFs are categorized, comprising I/Q signal-based, parameter-based, and transformation-based features. Meanwhile, feature fusion and feature dimension reduction are elaborated as two main further processing methods. Furthermore, a novel framework is established from the perspective of closed set and open set problems, and the related state-of-the-art methodologies are investigated, including approaches based on traditional machine learning, deep learning, and generative models. Additionally, we highlight the challenges faced by RFF identification and point out future research trends in this field.
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1 Introduction

The Internet of Things (IoT) is widely regarded as one of the most important technological innovations of the 21st century, propelling the world towards an era of greater openness and interconnectivity [1]. IoT connects various kinds of sensors into communication networks, enabling end-to-end connectivity through information transfer and sharing [2]. As illustrated in Figure 1, IoT applications have proliferated in every aspect of human society. Many exciting applications are enabled by tens of billions of IoT devices [3], from smart homes [4], healthcare monitoring [5], logistics management [6], to smart factories [7], smart transportation [8], and smart city [9]. With further development of wireless communication networks and the application of technologies such as 5G and 6G, it is predictable that IoT will gain more advanced iterations and progress.
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Figure 1. IoT applications

However, owing to the openness of wireless communication networks and the continuously increasing number of terminal nodes, malicious attacks such as jamming, spoofing, and sniffing are possible, which bring threats to information security and system stability [10]. Traditionally, the high cost of an RF transceiver required to generate such attacks has prevented extensive research into related security issues in the technology base that has driven the development of communication standards [11]. Nonetheless, the advent of software-defined radio (SDR) has brought low-cost programmable RF and baseband modules, exposing communication systems to a significantly higher risk of malicious attacks [12]. Therefore, how to achieve wireless network security has become a pressing issue.

Traditional security mechanism relies on the assumption that the time and computational resources consumed to decode the key are much greater than the importance of information, thus utilizing long keys is a feasible way to ensure the security of information transmission. However, the heavy power consumption and the strict requirement for computing capacity brought by this traditional security mechanism make many wireless network devices unaffordable. Additionally, malicious attacks against IoT, such as spoofing attacks and distributed denial-of-service (DDoS) attacks, would consume substantial computing resources if intercepted at the upper layer of the network, thus degrading the efficiency of the whole security system.

Different from traditional cryptographic-based authentication methods, physical layer identification relies on the unique hardware characteristics of devices, based on which the concept of radio frequency fingerprint (RFF) is proposed [13]. The RFF refers specifically to the hardware features contained in the received signal, which typically originate from manufacturing imperfections. Similar to human biometrics, these features are unique and unclonable.

It should be noted that the features extracted from the RF signal must have the following basic characteristics to be considered as RFF.

1. **Uniqueness**: the extracted features should present differences in different devices to be identified.
2. **Relative stability**: the extracted features should remain unchanged within a certain period of time, and the long-term stable RFFs are more valuable for research.
3. **Independence**: the extracted features are only related to the hardware features of the transceiver, rather than to the signal modulation method, the transmitted information, or the features of the wireless channel.

In recent years, the RFF identification technique has evolved rapidly, and the application of machine learning and deep learning algorithms, in particular, injected fresh vitality into related research. Nevertheless, the physical layer security technology based on RFF still has some deficiencies, including (1) Most of the existing studies are based on relatively ideal experimental conditions, and the relevant techniques cannot be effectively applied to more severe environments such as scenarios with low signal-to-noise ratio (SNR). (2) As a physical layer authentication technology, RFF is required to cope with more open and variable application scenarios, yet common problems in practical scenarios such as registration of new devices and detection of unknown devices have not been adequately studied. Therefore, these gaps motivate us to write a comprehensive survey to summarize the existing studies and anticipate future research trends in this field.

This paper focuses on investigating the cutting-edge research findings in the past five years, where a four-step process for RFF identification is proposed and a framework from the perspective of closed and open set problems is presented. Furthermore, we innovatively propose three basic features of RFF, and to the best of our knowledge, the systematic and comprehensive nature of this paper is unprecedented in...
Figure 2. Overview of RFF-based IoT device identification. Note that the black dotted arrow indicates that expert knowledge and prior information may not be available, while the blue and yellow dotted boxes indicate that these signal preprocessing and further processing steps may sometimes be unnecessary. Besides, the purple and orange circles illustrate the distinction between closed set and open set problems.

2 Overview of RFF identification system

The process of RFF identification is usually divided into four steps, which are signal preprocessing, RFF feature extraction, further processing, and RFF identification. Additionally, according to the characteristics of datasets and application scenarios, RFF identification problems can be classified as closed set and open set problems.

Figure 2 demonstrates the details of the RFF identification process. The preprocessing step consists of operations such as normalization and signal slicing without the requirement for prior information or expert knowledge, as well as operations such as compensation of frequency and phase offsets that demand prior information. It should be noted that in the application scenarios, the choice of preprocessing method is determined by the requirements of the identification scheme. Besides, the RFF feature extraction step focuses on mining latent hardware features from the received signal, while the further processing step can be summarized into two main methods, namely feature fusion and feature dimension reduction. Furthermore, in the last step of RFF identification, effective classifiers are constructed to accomplish IoT device identification in closed set and open set problems.

2.1 Signal preprocessing

Signal preprocessing is the first step of RFF-based IoT device identification, which aims at converting received raw I/Q data into a practical form for the identification model. It should be noted that expert knowledge and prior information are not always available during this step, which also brings effect the selection of preprocessing method. Therefore, depending on the availability of expert knowledge and prior information, preprocessing methods can be simply divided into two types: simple operations consist of normalization, signal slicing, etc., and complex operations include frequency and phase compensation, signal stacking, etc. In general, simple preprocessing operations are performed to convert received data
Figure 3. Comparison between closed set and open set problem. Figure 3a demonstrates the distribution of original dataset including 4 known classes (KC) and 2 unknown classes (UC). Figure 3b shows the traditional solution to closed set problem, where the decision boundary is learned and utilized to classify KCs without considering UCs. Figure 3c illustrates open set identification, where the decision boundary either limits the whole scope of KCs to accomplish a two-class classification problem (also known as anomaly detection) or distinguishes among all the KCs and rejects UCs into training and testing datasets, while the purposes of complex operations can be summarized into three classes, namely carrier frequency offset (CFO) estimation, noise elimination, and channel cancellation. This part will be elaborated on Section 3.

2.2 RFF feature extraction

Following signal preprocessing is the RFF feature extraction, which can be classified into three categories, namely I/Q signal-based, parameter-based, and transformation-based feature extraction methods. I/Q signal-based RFFs rely on the inherent hardware features contained in transmitted I/Q signals, and parameter-based RFFs mainly refer to the basic one-dimensional parameters that can reflect the effects of non-ideal hardware characteristics on modulated signals, while transformation-based RFFs refer to features extracted by various transformation methods. Details will be provided in Section 4.

2.3 Further processing

While the RFF feature extraction step focuses on the physical meaning of extracted features, further processing is an optional step that purely aims at converting extracted RFF features into more applicable forms to accomplish IoT device identification, and thus the preferred methods do not belong to traditional signal processing. It should be noted that the choice of further processing methods is dependent on not only the feature extraction step but also the classifier design in the RFF identification step, thus serving as a connecting link between the preceding and the following procedures. Generally, further processing consists of algorithms such as feature fusion and feature dimension reduction. Details will be demonstrated in Section 5.

2.4 RFF identification

RFF-based device identification is a universal definition that includes both closed set and open set problems. As illustrated in Figure 3, the closed set problem can be summarized as known device classification, while the open set problem can be summarized as unknown device detection. Known device classification uses the same devices in the training and testing stage and can be considered a multi-class classification problem. Comparatively, unknown device detection could be a two-class classification problem since the receiver only needs to identify signals from known device classes and detect signals from unknown device classes. Specifically, the addition of unknown devices during testing whose samples do not exist in the training stage, is what distinguishes open set problems from closed set problems, and creates additional requirements for the design of classifiers since the output shall cover the prediction of added unknown
devices. Furthermore, in this paper, the scenario conditions corresponding to closed set problems are referred to as closed set environments, and those corresponding to open set problems are referred to as open set environments.

Moreover, since many early studies prefer simple scenarios with ideal conditions (e.g., high SNR and constant channels), where the accuracy of RFF identification is more likely to stabilize at high levels, this paper refers to the opposite scenarios as non-ideal environments. Notably, the RFF features utilized in the identification step are only determined by the requirements of specific experimental scenarios (e.g., no prior information, resource limitation, low SNR) and the design of the identification scheme (e.g., choice of RFF extraction method), rather than the problem category (closed set or open set). However, owing to the different preferences for experimental hypotheses in the existing studies on closed set and open set problems, it seems that these two problems require different RFF features. In fact, both closed set and open set problems demand RFF features of great validity as well as generalization ability, and the greater the better.

Details of closed set and open set RFF identification will be demonstrated in Sections 6 and 7, respectively.

2.5 Evaluation metric

2.5.1 Closed set problem

The closed set problem of RFF identification requires no consideration of the effects generated by unknown devices, instead mainly concerns the classification task of known devices, expecting to accurately classify every sample in the test set under different conditions, therefore the classification accuracy (CA) is the most important evaluation metric. Given the number of testing samples that are correctly predicted, T, and the number of samples incorrectly predicted, F, the CA is defined as

\[
CA = \frac{T}{T+F}.
\]

2.5.2 Open set problem

The open set problem of RFF identification focuses on the detection of unknown devices whose signal samples do not appear in the training set and therefore can reflect the openness of the real-world environment.

For the evaluation metric of the RFF identification scheme in the open set problem, the receiver operating characteristic (ROC) curve can be used, which reveals the trade-off between false-positive rate (FPR) and true-positive rate (TPR) at various threshold settings. Given the true positive (TP), the true negative (TN), the false positive (FP), and the false negative (FN) rates, TPR and FPR are respectively defined as:

\[
TPR = \frac{TP}{TP + FN}, \quad FPR = \frac{FP}{FP + TN},
\]

where TPR reflects the proportion of correctly classified positive samples to all positive samples, and FPR reflects the proportion of incorrectly classified negative samples to all negative samples. Here positive and negative samples represent signals from the known and unknown devices, respectively. Meanwhile, the area under the curve (AUC) and the equal error rate (EER) calculated from the ROC curve are also important evaluation metrics, among which the EER refers to the point where FNR and FPR are equal. Here FNR = 1−TPR. It is worth noting that the closer the AUC and EER are to one and zero respectively, the better the detection performance is. Figure 4 illustrates the concepts of the ROC curve.

Furthermore, this paper introduces openness as a metric to characterize the composition of the dataset in open set problems [14, 15]. Let \( C_{tr} \) and \( C_{te} \) respectively represent the number of devices used in training and testing, then the openness of the corresponding identification task is:

\[
\text{Openness} = 1 - \sqrt{\frac{2 \times C_{tr}}{C_{tr} + C_{te}}}.
\]

In most cases, \( C_{te} \) is equal to the total number of known and unknown devices, therefore the openness in (3) can be further expressed as:
Figure 4. ROC curves for different kinds of classifiers. A perfect classifier is what we always want, and a random classifier is equivalent to a random guess

\[
\text{Openness} = 1 - \sqrt{\frac{2 \times A}{2 \times A + O}}, \quad (4)
\]

where \(A\) and \(O\) represent the number of known devices and unknown devices (also can be considered outliers), respectively. Obviously, larger openness corresponds to more open problems, whereas an openness of zero means that the identification task is actually a closed set problem, therefore the difficulty of open set identification increases with openness in a certain range. However, when openness is very large (e.g., close to 1), the decision boundary for known and unknown devices is instead easier to determine because there are only a very small number of known devices. In fact, apart from openness, the total number of devices and the sample imbalance are also dataset characteristics that affect the difficulty of the open set problem.

3 Signal preprocessing

During the process of RFF identification, the function of preprocessing can be summarized as two points. (1) Build up the dataset. Corresponding preprocessing methods are relatively simple, such as normalization, signal slicing, etc. (2) Serve the extraction of RFF by choosing different preprocessing methods or simply no preprocessing operations according to the specific requirements of the feature extraction step. It is worth noting that, however, under some circumstances, RFF feature extraction can also be performed without additional preprocessing operations. For example, the method of using RF-DNA as RFF only requires the accomplishment of zero-meaning and normalization for transient feature sequences without other preprocessing steps [16].

In summary, the main purposes of preprocessing can be categorized into three types, namely CFO estimation, noise elimination, and channel cancellation, which will be discussed below.

3.1 CFO estimation

Although CFO is one of the parameter-based RFFs, it is unstable in many IoT devices and application scenarios and is inclined to change rapidly due to factors such as temperature [17, 18]. This property makes the CFO detrimental to the RFF identification, especially when the population of devices is large [19]. Moreover, the terminal in the 4G/5G/Vehicle to Everything (V2X) system will synchronize its crystal oscillator based on the broadcast signal from the base station or GPS signal (V2X), in which conditions the CFO can no longer be used as an RFF feature [20].

Merchant et al. [21] and Qiu et al. [22] first accomplished the estimation and compensation of frequency offsets, then extracted the RFF features from I/Q samples. Xie et al. [23] utilized deep learning-based
methods to improve the process of carrier synchronization and proposed a novel preprocessing module named neural synchronization to reduce the loss of RFF features caused by traditional carrier synchronization techniques, and then extracted the RFF features with the preamble of ZigBee signals. Yin et al. [20] completed coarse synchronization on the cyclic prefix of the PRACH preamble before extracting the DCTF features. Shen et al. [24] performed synchronization and carrier frequency offset (CFO) compensation before extracting RFF features with STFT. Cekic et al. [19] estimated and corrected the CFO using knowledge of the periodic structure of the preamble, where a two-step approach [25] involving a coarse estimation and a fine estimation was performed. In the case of 19 WiFi devices, CFO compensation improved the classification accuracy from 9.86% to 96.37%. Shen et al. [26] also applied a two-step approach, where the instantaneous frequency sequences of the preamble were averaged to reach the coarse estimation, and then the fine estimation was completed using the same approach as in [19]. In the simulation experiment, the residual CFO after coarse and fine compensation is between 5 Hz to 20 Hz and between −1 Hz to +1 Hz, respectively, when original CFOs uniformly distributed from −10 000 Hz to +10 000 Hz at a signal-to-noise ratio (SNR) of 20 dB. Consequently, based on the RFF identification method proposed in this paper, the CFO compensation improved the classification accuracy from 83.53% to 95.35%.

CFO compensation relies on the prior information of the signal protocol and thus suffers from limitations in practical applications. In particular, for the cases where prior information on the signal protocol is unavailable, Cekic et al. [19] suggested that data augmentation can be utilized to reduce the impact of CFO on the results of RFF identification.

### 3.2 Noise elimination

The performance of RFF-based device identification is relevant to the SNR of the received signal [27]. Low SNR will cause the useful signal to be swamped by noise, thus affecting the extraction of RFF. In fact, extremely low SNR is commonly found in applications related to wireless communication scenarios, such as satellite communication and ocean-going underwater communication. Therefore, the elimination of noise is of great necessity in the preprocessing step. Among the cutting-edge research achievements in recent years, the signal stacking method as well as the wavelet threshold method have been widely used.

#### 3.2.1 Signal stacking method

The signal stacking method relies on the assumption that the noise in the received signal is uncorrelated or partially correlated. In the process of signal stacking, the energy of a useful signal with coherence is enlarged, while the incoherent noise compensates for each other due to its randomness, thus achieving the purpose of improving the SNR with an enhancement ratio equal to the number of stacked signals [28–30].

Based on the above, Xing et al. [29] stacked 900 spread spectrum sequences and obtained a classification accuracy of 98.5% at an SNR of −15 dB. However, there was a lack of further exploration of the signal stacking method, as the excessive number of spreading sequences involved in the stacking was an important factor limiting the application value of the scheme. Xie et al. [28] completed the stacking of signals based on coherent accumulation and proposed two optimized methods that can reduce the demand for signal length. In the experiment, for the classification task of 10 nRF24 transmitters, they obtained an accuracy close to 100% at 0 dB SNR based on 100 stacked signals and achieved an accuracy of 90% at −5 dB SNR. Inspired by Xing et al. [29], Yu et al. [31] applied signal stacking to the preamble of the ZigBee signal and accomplished the classification task for 27 devices with 71.5% and 95.7% accuracy at 0 dB and 10 dB SNR, respectively. With regard to the specific operation of signal stacking, they pointed out that the RFF features embedded in the staked signals should be identical and stable, therefore only the steady-state portion of the preamble was stacked and then connected to the semi-steady portion to constitute a complete training sample. Wang and Gan [30] summarized the application of signal stacking methods in denoising, highlighting the limitations of rapid channel variations on the length of signals involved in stacking, and pointing out that the signal stacking method is not effective for partially coherent noise such as colored noise. In addition, they discussed the effects of sampling rate and sampling time on recognition accuracy and concluded that the enhancement of these two parameters within a
certain range can increase the features contained in the signal, thus effectively improving the recognition accuracy.

To summarize, the signal stacking method can effectively improve the SNR of the received signal, but its performance is still limited by the length of the stacked signals and the incoherent nature of the noise. Furthermore, for some of the improved stacking methods [28, 30], although they reduce the need for signal length, the similarity between different signal samples inevitably increases after stacking, which therefore raises the possibility of overfitting.

### 3.2.2 Wavelet threshold method

The wavelet threshold method is a classical denoising method [32, 33], the core of which is that after the wavelet transform of received signals, the wavelet coefficient of the useful signal is larger than that of the noise, so a reasonable threshold can be set to achieve the purpose of noise elimination. Xie et al. [28] applied the wavelet threshold method to the field of RFF identification and obtained 98% classification accuracy for 10 nRF24 transmitters at 15 dB SNR and 80% at 5 dB SNR.

The wavelet analysis-based denoising method relies on the setting of a threshold value, and the threshold-based segmentation method tends to eliminate the useful information in the received signal along with the noise, which leads to the reduction in the validity of the extracted RFF features and indirectly degrades the identification accuracy. In fact, in the comparison experiments between these two methods of signal stacking and wavelet threshold proposed in [28], the classification accuracy based on the wavelet threshold method dropped to less than 80% at SNRs below 5 dB, while the classification accuracy based on signal stacking method remained around 80% at −7 dB and −1 dB SNR, with the stacking number of 100 and 10 respectively.

### 3.3 Channel cancellation

The basic characteristic, Independence, determines the necessity to eliminate the influence of channel features on RFF extraction. As a matter of fact, however, whether the variation of distance and direction between transmitter and receiver, or the variation of factors such as ambient humidity and air particulate density will cause the change of channel, thus increasing the difficulty of obtaining stable and effective RFFs from the received signal. Additionally, multipath effects caused by factors such as atmosphere, buildings, and natural terrain will also pose a challenge to the extraction of RFFs. Therefore, in [34], mitigation of channel impacts was performed on the I/Q signals before extracting the RFF features. In [35], the channel response was estimated in advance, and afterwards the I/Q Imbalance was used as the RFF.

Currently, the research on preprocessing methods for canceling channel features is still in the early stage, where the most common method is to construct a mathematical model that characterizes the influence of channel features on the RFF and then separate or eliminate the influence. If channel features can be perfectly canceled in the preprocessing step, the extracted RFF will no longer be affected by channel variations and multipath effects, and then it can be called a channel robust RFF.

To address the effect of channel variation on RFF, Zheng et al. [36] utilized a non-parametric function estimation method that correlates the distance variation between the transceiver and the received signal amplitude, equating the polarization mismatch as multiplying the received signal by a projection factor. Restuccia et al. [37] partially counteracted phase and amplitude variations caused by the channel based on a blind channel equalization method. Xing et al. [38] proposed a channel-robust RFF identification scheme by leveraging the different spectrum of adjacent signal symbols, exploiting the fact that two different symbols in a packet exhibit different RFF features while having similar channel responses during the channel coherence time.

Moreover, to address the impact of multipath channels on RFF, Zheng et al. [36] presented that if there are multiple receivers, the channel taps can be estimated using linear regression and the useful information of the received signal can be extracted using the deconvolution method. Wang et al. [39] proposed a channel reciprocity-based RFF estimation method and a main path decomposition-based RFF estimation method, completing the separation of channel features from RFFs. Shen et al. [24] took the quotient of adjacent frequency units of the spectrogram as the RFF, which partially eliminated the
Table 1. Brief comparison of RFF feature extraction methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Prior information requirement</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/Q signal-based</td>
<td>Low (raw I/Q)</td>
<td>Low identification accuracy. (RF-DNA)</td>
</tr>
<tr>
<td></td>
<td>Median (RF-DNA)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Strict demands on classifier design and the possibility of overfitting. (I/Q sample)</td>
</tr>
<tr>
<td></td>
<td>High (the others)</td>
<td>Dependence on manually selected features and accurate estimation</td>
</tr>
<tr>
<td>Parameter-based</td>
<td>High</td>
<td>Dependence on expert knowledge</td>
</tr>
<tr>
<td>Transformation-based</td>
<td>Median&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

Note: <sup>a</sup> Requires the information of signal protocol. <sup>b</sup> Sometimes the prior information is required for signal preprocessing.

effect of multipath. Rajendran and Sun [40] performed a reverse analysis of a typical RFIC and created a parametric RFF distribution model, together with a blind source separation filter to eliminate the channel effects including multipath fading.

As to the construction of mathematical models, it is worth noting that non-parametric methods often bring the possibility of overfitting, while the validity of parametric models relies on expert knowledge. Furthermore, how to maintain the generalizability of mathematical models under different communication protocols is also an urgent issue to be addressed.

4 RFF feature extraction

At present, the prevailing RFF feature extraction methods can be roughly divided into three categories, namely I/Q signal-based, parameter-based, and transformation-based feature extraction, where different methods rely on different degrees of prior information and expert knowledge. A brief comparison of these three feature extraction methods is presented in Table 1.

4.1 I/Q signal-based RFF feature extraction

The I/Q signal inherently contains many RFF features that can reflect the hardware characteristics, such as the shape of signal envelopes. Therefore, the envelope derived from the transient part of the I/Q signal can be used as RFF [41–44]. However, this method is extremely sensitive to the device position and antenna polarization direction [45].

Moreover, the statistical characteristics of I/Q signals can be used as RFF, with the representative method named RF-DNA (Distinctive Native Attributive) [16, 46–49], which extracts instantaneous amplitude, phase, and frequency responses from the I/Q signal, and calculates variance, skewness, and kurtosis using these corresponding response sequences.

With the improvement of classification algorithms, some researchers directly utilize the preprocessed I/Q signals as RFF [50–53] and then accomplish device identification using machine learning algorithms. It is worth noting that special structures of I/Q signals have been favored by researchers, such as preamble [20, 23, 31]. These structures contain the same content under identical standards and are suitable for extracting RFF features because they can avoid the effects of modulation methods. As illustrated in Figure 5, with respect to different ZigBee devices, the preambles of in-phase signals have distinct characteristic differences, and thus can be used as RFF. In fact, methods that directly use I/Q signals as RFF are less dependent on prior information and expert knowledge, and the ones without requirements of complex preprocessing are suitable for more application scenarios because of their end-to-end characteristics.

4.2 Parameter-based RFF feature extraction

The parameter-based RFF features mainly refer to the basic parameters such as I/Q imbalance [54], sampling frequency offset (SFO) [55], carrier frequency offset (CFO) [47, 56, 57], etc. which reflect the
effects of various non-ideal characteristics of devices on modulated signals. These parameters represent characteristics of the signal in the time domain or frequency domain, which are commonly found in various signal processing procedures. Figure 6 chooses CFO as an example of parameter-based RFFs, where CFOs from different ZigBee devices oscillate in their respective small ranges within a short period of time. It should be noted that the parameter-based methods rely on manual selection and accurate estimation of representative parameters, and the extraction process is highly dependent on prior information of the signal as well as expert knowledge, thus suffering from various limitations in the application.

4.3 Transformation-based RFF feature extraction

Besides the above methods, researchers have also used various feature transformation methods to extract RFFs from the received signal, such as short-time Fourier transform (STFT) [24, 26, 58, 59], discrete wavelet transform (DWT) [28, 41], bi-spectrum transform [59, 60], Hilbert-Huang transform (HHT) [61, 62], etc. Among them, time-frequency domain analysis methods like STFT and DWT are commonly used to obtain the RFFs of non-stationary signals, while the bi-spectrum analysis can be employed to extract RFFs with non-Gaussian distribution. Additionally, for steady-state signals, the shape of the constellation diagram is preferred by researchers for its visualization of modulation errors (e.g., I/Q offset, frequency offset, and amplifier nonlinearity). In 2008, Brik et al. [54] accomplished the definition for
different types of modulation errors using the characteristics of the scatter distribution on the constellation diagram and proposed the RFF based on modulation errors. In 2016, Peng et al. [63, 64] proposed a feature transformation method named differential constellation trace figure (DCTF). In 2022, the authors in [65] proposed a heat constellation trace figure (HCTF), which further mined the information carried in the constellation diagram from the perspective of distribution density. Figure 7 shows DCTF as an example of transformation-based RFFs, where the DCTFs from ZigBee A and B show different clustering patterns.

Compared to parameter-based RFF feature extraction methods, some feature transformation methods, such as STFT and DCTF, do not require prior information on the signal and are therefore more widely applicable. However, at the same time, these methods still rely on expert knowledge to set some of the parameters and thus are not adequate for some practical scenarios such as end-to-end.

5 Further processing

Further processing is an optional step that directly serves the RFF identification by transforming the extracted RFF features into suitable forms for machine learning classifiers. In contrast to the step of RFF feature extraction which relies on various signal processing methods, further processing always relies on methods such as feature fusion and feature dimension reduction which relatively lack physical meaning but simultaneously have the possibility to enhance the representation capability of features.

5.1 Feature fusion

Feature fusion aims to combine different kinds of RFFs with each other to improve the effectiveness as well as generalization ability. For example, Peng et al. [27] obtained more stable and higher classification accuracy by combining four feature parameters, namely DCTF, CFO, modulation offset, and I/Q offset, compared to the method using individual parameters as RFFs. Liu et al. [59] proposed an RFF recognition scheme that fused four kinds of signal representation into a four-channel image and fed it into a neural network. These features were respectively obtained by employing HHT, STFT, ambiguity function, and bi-spectrum transform. The experimental results validated the effectiveness of the proposed feature fusion method.

5.2 Feature dimension reduction

Feature dimension reduction (FDR) is intended to cope with the problem that a poor classification result may be obtained when classifiers are fed with features that have high dimensional characteristics or low representation capability. Inspired by Ray et al. [66], this paper categorizes the FDR methods adopted in RFF identification into two classes, namely Feature Selection Algorithm (FSA) and Feature Extraction Algorithm (FEA).
Table 2. Comparison of different FSA methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Description</th>
<th>Classifier dependency</th>
<th>Computational cost</th>
<th>Applicable scenarios</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter</td>
<td>Complete feature selection based on evaluation function before classification.</td>
<td>Independent</td>
<td>Low</td>
<td>High-dimensional datasets and data preprocessing</td>
<td>No guarantee to find the optimal subset.</td>
</tr>
<tr>
<td>Wrapper</td>
<td>Select the optimal feature subset based on training results of classifier.</td>
<td>Dependent</td>
<td>High</td>
<td>Not applicable to high-dimensional datasets</td>
<td>Poor generalization ability and long computation time.</td>
</tr>
<tr>
<td>Embedded</td>
<td>Integrate the feature selection and model training.</td>
<td>Dependent</td>
<td>Low</td>
<td>High-dimensional datasets</td>
<td>Possibility of overfitting.</td>
</tr>
</tbody>
</table>

5.2.1 Feature Selection Algorithm

Feature Selection Algorithm (FSA) is aimed at selecting the optimal feature subset by eradicating the irrelevant features from the original dataset without any data transformation. Furthermore, FSA can be classified into three categories, namely filter, wrapper, and embedded methods.

- Filter methods perform feature selection before classification, which often employs parameters such as distance, mutual information, and correlation coefficient as discrimination criteria to filter out features with strong relevance to the category.
- Wrapper methods rely on the learning results of the classifier to select feature subsets and discriminate the importance of features based on classification performance.
- Embedded methods integrate the feature selection process with the model training process, which often complete the feature selection while training discriminative model such as SVM, tree/forest-based model.

Table 2 briefly summarizes and compares these three methods. It should be noted that due to the relationship between the rationale for feature selection and the classifier training results, filter methods and wrapper methods were also referred to as pre-classification dimensional reduction analysis and post-classification feature ranking [67].

Various FSA methods have been employed in RFF identification. Dubendorfer et al. [68] accomplished dimension reduction of RFF features for ZigBee signals using KS (Kolmogorov–Smirnoff)-test and Generalized Relevance Learning Vector Quantization Improved (GRLVQI) relevance ranking. Bihl et al. [67] proposed a dimension reduction method named MDA Loadings Fusion (MLF) to enhance RFF identification accuracy. Reising et al. [49] employed Relief-F for feature dimension reduction to identify RFFs from WiMAX devices. A brief hierarchy of FSA is demonstrated in Figure 8.
Table 3. Comparison of closed set RFF identification mechanisms

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Classifier</th>
<th>Against non-ideal environment</th>
<th>Against large-scale identification</th>
<th>Classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>TML-based</td>
<td>Simple(^a)</td>
<td>Most rely on preprocessing</td>
<td>Applicable to tens of devices</td>
<td>Low(^b)</td>
</tr>
<tr>
<td>DL-based</td>
<td>Complex(^c)</td>
<td>Most rely on neural network design</td>
<td>Applicable to more than 10,000 devices</td>
<td>High</td>
</tr>
</tbody>
</table>

Note: \(^a\)Most are TML-based classifiers. \(^b\)Well-designed RFF features may perform better than some of the DL-based methods. \(^c\)Both TML and DL algorithms are applicable as classifiers.

Figure 9. Pipeline of traditional machine learning-based closed set RFF identification. Note that although the devices in training and testing datasets are always the same, signals of known devices used during testing should be sampled later than those used during training. Therefore devices are illustrated with different colors. Besides, here \(n \leq A\)

5.2.2 Feature Extraction Algorithm

Feature Extraction Algorithm (FEA) is essentially the transformation of data [69], which can be further classified as linear analysis methods such as PCA [44, 49, 70–72] and LDA [49], as well as nonlinear analysis methods such as \(t\)-SNE [73]. It should be noted that since \(t\)-SNE does not learn a specific function from the original space to the new dimensional space, it is generally used for visualization rather than in classification models.

5.2.3 Comparison analysis

From a general standpoint, both FEA and FSA can improve the learning efficiency of the discriminative model. However, since FEA involves the transformation of the feature space, some original RFF features are inevitably converted into new features with the possible omission of useful information, which can also trigger the problem of overfitting. Compared with FEA, FSA simplifies the model while providing greater interpretability, and often results in higher identification accuracy [49, 66].

It is worth mentioning that although the FEA method is inferior to FSA in most cases, FEA still has the unique advantage of simplifying the signal processing steps and enhancing the effectiveness of machine learning classifiers, and thus remains valuable for research.

In the field of RFF identification, several studies have been performed to compare various methods belonging to FSA and FEA [16, 49, 67, 68]. Bihl et al. [67] performed a comparison of 5 FSA methods, namely KS-test and F-statistic which belong to the filter method, along with Wilk’s Lambda, GRLVQI and the proposed MLF which belong to the wrapper method. Reising et al. [49] not only took GRLVQI, NCA, POEACC, BC, \(t\)-test, and Relief-F which belong to FSA into consideration but also compared the performance of LDA and PCA which belong to FEA, extending the categories of feature dimension reduction methods to a number of 8. These two papers compared and analyzed the performance of different FDR methods in the task of identifying ZigBee and WiMAX devices, respectively, where the F-statistic and MLF in [67], as well as the Relief-F in [49], achieved the best result in respective experiments. It should be noted that Relief-F is one of the most advanced feature dimension reduction algorithms by accomplishing feature selection through the computation of feature weight vectors and the solution of a convex optimization problem, and is more effective than any wrapper method [66].
6 Closed set RFF identification

In the closed set environment, RFF identification can be summarized as a classification task for known devices, and classification accuracy is a direct criterion to evaluate the effectiveness of the identification method. Therefore, how to establish a suitable classifier to complete the classification task is the key research point. According to the construction method of classifier, the approaches of closed set RFF identification can be divided into two branches based on traditional machine learning (TML) and deep learning (DL), and a brief comparison of these two approaches is presented in Table 3. Moreover, data augmentation has been successfully implemented in closed set RFF identification, which has been proven effective in several studies.

6.1 Traditional machine learning-based closed set RFF identification

The pipeline of TML-based closed set RFF identification is demonstrated in Figure 9. Generally, the classification accuracy obtained by the closed set identification method based on TML is highly dependent on the validity of features. Therefore, in some cases, further processing such as feature fusion [27] and feature dimension reduction [44, 49, 70, 71] have been applied to the RFFs obtained from the feature extraction step to further enhance the representation capability of them.

In the face of well-processed RFF features, the main part of TML-based RFF identification lies in the classifier design. TML-based methods often utilize simple machine-learning algorithms for classification tasks. Cobb et al. [74] employed a linear Bayesian classifier and completed the classification of 40 16-bit PIC24F micro-controllers with unintentional RF emissions. Lin et al. [44] compared four machine learning classifiers, namely Random Forest (RnfF), Support Vector Machine (SVM), Artificial Neural Network (ANN), and Grey Relational Analysis (GRA), to accomplish a closed set classification task for 10 Motorola walkie-talkies. Additionally, machine learning algorithms such as K-Nearest Neighbor (KNN) [75] and Multiple Discriminant Analysis (MDA) [76] are commonly used to construct classifiers for closed set RFF identification.

6.2 Deep learning-based closed set RFF identification

In recent years, the development and application of DL-based methods have injected new vitality into the research of RFF identification. DL-based RFF identification methods significantly rely on the construction of neural networks. For one thing, neural networks that contain structures such as fully connected layers, as well as softmax activation functions, can be inherently employed as classifiers. For another thing, with regard to the features obtained from the previous RFF extraction and further processing step, latent features with effectiveness can be learned by a well-designed neural network. To be specific, the function of neural networks can be seen as automatic feature representation and classification, where the high-dimensional output from a hidden layer of the trained network is treated as latent feature representation and then fed into the last several layers for device identification. Besides, it is worth noting that as to the deep latent features obtained from the hidden layer, TML algorithms can also be used to construct
the final classifier [65]. In summary, a pipeline of DL-based closed set RFF identification is presented in Figure 10.

Notably, DL-based methods are capable of reducing pressure on feature design in the previous steps, where the information loss due to manual screening and signal processing such as traditional compensation of frequency and phase offset can be avoided [23]. In fact, since advanced neural networks models such as CNN, RNN, Transformer, and corresponding variants such as ResNet [77] and LSTM [78], have been widely used in closed set RFF identification, these DL-based methods tend to achieve higher classification accuracy compared to TML-based methods, maintaining performance stability under severe experimental conditions such as non-ideal environments (e.g., environments with low SNR and channel variations) and large-scale device identification.

6.2.1 Non-ideal environment

In Sections 3.2 and 3.3, several approaches to eliminating the effect of noise and channel on RFF identification have been presented, and similar results can be obtained based on DL methods. A brief comparison of these two approaches to overcoming identification problems under a non-ideal environment is given in Table 4. In fact, neither preprocessing nor DL-based methods in existing research can completely eliminate the influence of a non-ideal environment on identification results, therefore they can be used as a complement to each other in practice. Additionally, data augmentation is another supplementary measure to improve identification accuracy under a non-ideal environment, which will be discussed in Section 6.3.

Yu et al. [79] proposed a specially structured CNN that uses signals with different sampling rates as input to the neural network in order to obtain short-term features in signals with high sampling rates and long-term features in signals with low sampling rates, obtaining a classification accuracy of 78.2% in LOS scenario for 54 ZigBee devices at 10 dB SNR. Reus-Muns et al. [51] introduced triplet loss into a CNN with four convolutional layers and obtained a classification accuracy of about 93% when tested with a dataset collected on a different day than the training dataset, to some extent reducing the effect of channel variations on the identification results. Agadakos et al. [58] proposed a recurrent complex-valued neural network and achieved an accuracy close to 100% for a classification task of 100 classes of ADS-B signals at 2 dB SNR. Liu et al. [59] successfully applied feature fusion in a DL-based RFF identification scheme. They transformed the ADS-B signal into a four-channel image and extracted the RFF from it using CNN. For 10 transmitters to be classified, an accuracy of about 90% was obtained at an SNR of 0 dB. Wu et al. [80] proposed a neural network called DSLN based on the ResNet structure, where the activation function was designed based on a dynamic threshold to set the near-zero features to zero and preserve the negative features in order to obtain a higher classification accuracy under low SNR scenarios. In comparison with traditional CNN and RNN, the proposed DSLN yielded accuracy improvement of 10% and 20% respectively, while reducing the running time by up to 60%. Zhang et al. [81] proposed a scattering network that combined the fractional wavelet scattering transform and the structure of ResNet, obtaining a classification accuracy of 99.5% for LTE signals collected from 15 mobile phones at different dates and channel states. Inspired by ensemble learning, Peng et al. [65] employed Inception V3 to obtain RFFs from multiple signal slices and adopted CNN as a classifier based on the strategies such as majority voting and weighted averaging, which achieved classification accuracy of 91.07% and 99.88% for 7 devices at 0 dB and 5 dB SNR, respectively.

6.2.2 Large-scale device identification

The above cutting-edge research achievements demonstrate the effectiveness of DL-based methods in the closed set RFF identification problem, especially the robustness under a non-ideal environment. However, in practical application scenarios, the number of devices to be classified is also an essential factor that influences DL-based RFF identification.

In contrast to TML-based methods which are often employed for identification problems involving tens of devices, DL-based methods are capable of accomplishing classification tasks when faced with hundreds [37, 58, 80, 83] or even 10 000 [34, 84] devices. Restuccia et al. [37] accomplished a closed set classification task for 100 WiFi devices using a CNN with 8 convolutional and 4 fully connected layers and improved the accuracy by 27% compared to the TML-based method proposed by Vo et al. [55]. Al-Shawabka et al. [83]
Table 4. Brief comparison of methods for addressing non-ideal environment

<table>
<thead>
<tr>
<th>Methods</th>
<th>Explainability</th>
<th>Resource consumption</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing</td>
<td>Strong</td>
<td>Low</td>
<td>Possibility of losing useful feature information.</td>
</tr>
<tr>
<td>Deep learning</td>
<td>Weak\textsuperscript{a}</td>
<td>High (computing resources)</td>
<td>High requirements for neural network design.</td>
</tr>
<tr>
<td>Data augmentation</td>
<td>Median</td>
<td>High (storage resources)</td>
<td>Some methods rely on known ideal signal.</td>
</tr>
</tbody>
</table>

Note: \textsuperscript{(a)}Due to the lack of interpretability \cite{82} of neural networks.

employed CNN with one-dimension convolutional layers and CNN with two-dimension convolutional layers, obtaining classification accuracy of 99\% and 97\% for 100 LoRa devices, respectively.

However, as the number of devices increased further, neural networks with simple structures become unable to provide sufficiently descriptive power. Soltani \textit{et al.} \cite{85} adopted CNN with 10 one-dimension convolutional layers to explore the task of classifying WiFi devices under channel variations, where the classification accuracy decreased from nearly 80\% to less than 20\% when the number of devices increased from 50 to 5000. Agadakos \textit{et al.} \cite{58} proposed a simple complex-valued CNN named CDCN and a model named RDCN which combined LSTM and CNN. They explored the effect of the number of devices on the classification accuracy using an equal mix of data from both the WiFi and ADS-B datasets, with the experimental results demonstrating that RDCN achieved a precision of 82\% for 100 devices while 72\% and 62\% for 500 and 1000 classes respectively when the accuracy achieved by CDCN dropped from 73\% to about 52\%. Additionally, they tested the performance of real-valued CNN and observed a rapid decline, which indicated that real-valued neural networks are more difficult to cope with large-scale device identification compared to complex-valued neural networks when adopting I/Q sample-based RFF.

To improve the accuracy of DL-based RFF identification methods in large-scale device classification tasks, there is a way to increase the depth of the network and utilize very complex structures to learn RFF features. Robinson \textit{et al.} \cite{84} used signals from the RFMLS dataset \cite{86}, and proposed an augmented dilated causal convolution (ADCC) network which combined a stack of dilated causal convolution layers with traditional convolutional layers, accomplishing the classification of large-scale devices with the population ranging from 100 to 10\,000. With the same dataset, a neural network containing 50 layers called ResNet-50-1D was proposed in \cite{34}, which accomplished the classification for 10\,000 devices. The dataset was equally split between WiFi and ADS-B, and the experimental results demonstrated that for the ADS-B dataset, ResNet-50-1D obtained 77\% and 90\% accuracy over 5000 and 500 devices, while for the WiFi dataset obtained only 26\% and 61\% accuracy, respectively. It should be noted that the relationship between classification accuracy and the population of devices depends on the complex influence of neural network structure, RFF characteristics, and other factors, which makes it difficult to summarize a universal law. For example, when the population of devices exceeds 100, interestingly, the classification performance is linear in the logarithm of the device population in \cite{84}, while \cite{34,58} only present a nonlinear relationship.

In summary, there are two challenges faced by DL-based large-scale device identification: (1) The increase in computational complexity brings greater resource consumption. (2) Existing research still cannot guarantee high classification accuracy when the number of devices is significantly large. To address these challenges, more effective RFF features and new advanced neural networks are promising solutions. Besides, for the advancement of research in this area, new open source large-scale datasets are necessary.

6.3 Data augmentation in closed set RFF identification

In the training stage of neural networks, the lack of training samples would increase the possibility of overfitting. Meanwhile, RFF features are highly susceptible to noise, multipath interference, and other complex factors, which can be reflected in the inconsistent distribution of training and testing samples, thus reducing the robustness of the neural network model and eventually leading to the degradation of classification accuracy. To address the problems above, increasing the number of samples in the RFF
dataset is an effective solution. However, in practical application scenarios, it is difficult and costly to collect large-scale signal data. In this case, data augmentation is likely to be an effective solution.

The data augmentation method can effectively alleviate the problem of lacking training samples at a relatively low cost, meanwhile, it can simulate the effects of noise, CFO shifts, channel variations, multipath effects, and other complex factors on the RFF features, improving the robustness of the identification model. Soltani et al. [85] added white Gaussian noise to the training samples to simulate the received signals with different SNRs, aiming to enhance the robustness of the neural network model against noise. They also simulated different channel effects using multi-tap FIR filters and passed the training samples through filters with different parameter settings. The experimental results demonstrated that for 50 to 5000 WiFi transmitters, the data augmentation improved the classification accuracy by up to 51%. Al-Shawabka et al. [83] generated a wide variety of International Telecommunication Union (ITU) standard multipath channels and employed them as FIR filter taps, then accomplished the data augmentation with signals acquired under ideal conditions. In the classification task of 100 LoRa devices, the data augmentation improved the accuracy from 82% to 91% when the training set and test set were collected on the same day. However, when the training set and test set were collected on different days, it only improved the accuracy from 19% to 36%, which indicated that the data augmentation is ineffective in the face of significant channel variations. Cekic et al. [19] accomplished data augmentation using randomly generated CFOs and wireless channels, and obtained higher classification accuracy by employing it in conjunction with CFO compensation, inspiring us to combine data augmentation with preprocessing methods in closed set RFF identification. Shen et al. [24] described multipath and Doppler shift utilizing power delay profile and Doppler spectrum, respectively, based on which the construction of different channel parameters was accomplished and the signals were passed through these channels for data augmentation. In the classification task of 30 LoRa devices, the data augmentation improved the classification accuracy from about 98% to almost 100% in the static indoor scenario with a multipath effect. Moreover, in high-speed mobile scenarios, the proposed data augmentation improved the classification accuracy significantly as the Doppler shift increased, from 68.6% to more than 80% when the Doppler shift was 100 Hz compared to the data augmentation method without considering the Doppler effect.

The above data augmentation methods can be summarized as the same process, where the factors that need to be mitigated are first modeled and analyzed, and random variables are then designed to simulate more RFFs affected by different target factors. The scheme is cost-effective and can enable the neural network to learn more information, thus enhancing the generalization ability and robustness of the network model. However, it should be noted that some of the data augmentation methods rely on conditions where the ideal received signal is known [24, 85], therefore lacking generalizability in practical applications. Besides, generative models such as GAN and Autoencoder can be performed for data augmentation, which will be demonstrated in Section 7.4.

7 Open set RFF identification

Compared with a closed set environment, an open set environment is closer to the practical application scenario, where signal samples from unknown devices are introduced during the testing stage of RFF identification. These samples not only come from transmitters without access authority but also come from spoofing attacks with malicious intent. Therefore, accurately detecting unknown devices is a key research point to ensure the security of the RFF identification scheme. This section will focus on the open set problems of RFF identification, thoroughly investigate the relevant research achievements and provide brief summary and prospect.

7.1 Overview of open set RFF identification

The existing open set RFF identification methods can be summarized into three categories, which are traditional machine learning (TML)-based methods, deep learning (DL)-based methods, and generative model (GM)-based methods. Figure 11 presents an overview of open set RFF identification, where the important elements of each method, namely feature engineering, classifier design, and model selection, are summarized and demonstrated.
TML-based methods emphasize the category selection and further processing of the features obtained in the RFF extraction step, as well as the utilization of a simple machine learning classifier to complete the open set identification. DL-based methods, however, focus on the construction of classifiers based on DL, adopting advanced algorithms for the purpose of detecting unknown devices. GM-based methods, in turn, employ methods such as Generative Adversarial Network (GAN) and Autoencoder to generate additional signal samples and complete data augmentation with the objective of improving the accuracy of open set identification.

It is worth mentioning that the non-ideal environment discussed in Section 6.2.1, as well as the large-scale device identification scenario discussed in Section 6.2.2, are also the research points in open set problems. However, there are still research gaps in these points and there is a lack of feasibility verification to directly transfer existing methods applied in closed set problems to open set problems, therefore this section does not contain related contents, which also include traditional data augmentation methods discussed in Section 6.3.

7.2 Traditional machine learning-based open set RFF identification

7.2.1 Feature design

Traditional machine learning (TML)-based methods for open set RFF identification always rely on the validity and generalization ability of the extracted RFF features. The validity mainly refers to the capability of accurately reflecting the difference between various devices, while the generalization ability refers to the extensive existence of distinctions between different devices, even if the environmental conditions or communication protocols change. Therefore, the selection of RFF features and further processing methods are key elements of the research on TML-based open set RFF identification. A brief pipeline is illustrated in Figure 12.

Hall et al. [41] employed the envelope characteristics of the transient signals to accomplish the detection of unauthorized Bluetooth devices, which obtained a detection rate of 93% under the condition of a 5% false alarm rate. Chouchane et al. [87] theoretically combined the wavelet-based RFFs with the previously proposed CODERA [88] to accomplish the detection of illegal base stations. Dubendorfer et al. [46] completed open set identification for 7 known and 2 unknown ZigBee devices using the prevailing RF-DNA as RFF. Although the application scenarios of these researches are relatively simple, they pioneered the path for TML-based open set RFF identification.

In recent years, several RFF features with high validity and generalization ability have been discovered and applied to open set problems. Talbot et al. [48] conducted experiments to compare the effectiveness of time domain (TD) based RFF and Slope-Based Frequency Shift Keyed (SB-FSK) based RFF, where two
Figure 12. Pipeline of traditional machine learning-based open set RFF identification. Note that unknown devices can be classified into one class or \( o \) classes (determined by the classifier design). Here \( o \) and \( O \) are not always equal (determined by the prior information of unknown device population and classifier design). Besides, the classification of known devices is a closed set problem, therefore these devices only receive one label in this pipeline, which means that they are distinguished from unknown devices.

kinds of commercial communication devices were involved in the open set problem. In the experiment, the SB-FSK-based RFF demonstrated stronger computational efficiency due to the lower feature dimension, based on which a detection rate of 94.9\% was obtained as to the open set problem including 4 known and 2 unknown devices. Inspired by the studies of Rondeau et al. \cite{89} and Peng et al. \cite{27}, Rondeau et al. \cite{90} employed constellation-based RFF to accomplish open set identification for Wireless HART adapters. Wang et al. \cite{91} used the SNR traces obtained from the sector level sweep (SLS) process as RFF, accomplishing open set identification for mmWave 60-GHz IEEE 802.11ad devices, with an unknown device detection rate up to 99\% when false alarm rate was less than 1\% under NLOS scenario with a 3-meter distance between transmitter and receiver.

From the research above, it is evident that the TML-based open set RFF identification is highly dependent on expert knowledge as well as prior information, and the detection performance is associated with the dimension of feature space \cite{36}. For one thing, RFFs based on low-dimensional features are often incapable of accurately characterizing the difference between known and unknown devices, so there are limitations on the number of transmitters and the type of signal. For another thing, RFFs based on high-dimensional features tend to bring high computational complexity, which does not always lead to satisfactory identification results in the case of limited computational and storage resources \cite{48}. Therefore, as a further processing method, feature dimension reduction is recommended in this research field \cite{49, 67}. Bihl et al. \cite{67} proposed a dimension reduction method named MDA Loadings Fusion (MLF), achieving a 97.2\% detection rate of unknown devices with a TPR of 100\% when there were 4 known and 9 unknown ZigBee devices. Reising et al. \cite{49} employed Relief-F for feature dimension reduction and obtained a 90\% detection rate at 3 dB SNR for 6 known and 12 unknown WiMAX devices.

7.2.2 Classifier design

TML-based open set RFF identification mainly relies on threshold setting to detect unknown devices, which is often a one-vs-one verification process, i.e., a binary classification is completed for each device to be identified. Popular machine learning classifiers include MDA/ML \cite{16, 46, 68, 90}, KNN \cite{70, 72}, SVM \cite{49, 91}, SVDD \cite{92}, RndF \cite{16, 93}, etc. These machine learning methods either have special variants (e.g., one-class SVM, isolation forest) or rely on clustering (e.g., KNN) to adapt to the requirements of unknown device detection. It should be noted that machine learning methods based on clustering mechanisms are inherently adaptable to application scenarios where new devices are constantly registered, and even have the possibility to accomplish incremental learning, due to their compatibility with newly added samples.

Cobb et al. \cite{74} proposed an identification scheme based on MDA and linear Bayesian classifier with RF-DNA as fingerprint, where the fingerprints of devices to be identified were compared with that of authorized devices according to the claimed identity. The whole process was referred to as one-vs-one verification. Furthermore, Reising et al. \cite{94} highlighted the effectiveness of one-vs-one verification, and proposed an identification scheme for WiMAX signals based on MDA/ML. Although these two papers
did not discuss in detail the impact brought by unknown devices on RFF identification, the MDA-based classifier and the proposed one-vs-one verification scheme laid the foundation for the research on open set problems in the following years.

Inspired by Reising et al. [94], Dubendorfer et al. [46] employed MDA/ML and a one-vs-one verification scheme to accomplish the open set identification of 7 known and 2 unknown ZigBee devices, where a detection rate of 90% was obtained at 10 dB SNR. However, the experimental results also presented low detection rates for individual unknown devices, which indicated that the generalization ability of RFF features is of significant importance. Therefore, Dubendorfer et al. [68] introduced feature dimension reduction and accomplished the open set identification task for ZigBee devices utilizing MDA/ML. The combination of MDA/ML, feature dimension reduction, and one-vs-one verification scheme established an early framework of TML-based open set RFF identification. In recent years, the classifier for open set problems based on MDA/ML has been improved with methodology iterations. Rondeau et al. [90] combined multivariate normal probability density function with MDA/ML, achieving performance beyond the traditional Euclidean distance-based unknown device detection approach, where unknown device detection rates ranged from 83.4% to 99.9% were obtained in the face of 6 known and 2 unknown WirelessHART adapters.

Apart from MDA/ML, several TML-based methods have been researched in early studies. Patel et al. [93] employed RndF as a classifier and tested the unknown device detection rate when receiving signals with a high-end receiver (NI PXIe-1085 system) and a low-end receiver (NI USRP-2921) from 3 known and 3 unknown ZigBee devices, achieving results of 67.11% and 57.11%, respectively. The authors in [16] pointed out that statistical analysis methods such as MDA rely on the assumption of Gaussian distribution compliance of feature parameters, while multipath conditions in practical scenarios and interference from other devices often result in received signals that do not strictly obey Gaussian distribution, thus leading to a decrease in the effectiveness of MDA/ML methods. To solve this problem, they introduced an integrated classifier constructed based on nonparametric RndF and Multi-Class AdaBoost (MCA), and compared this method with the parametric-based MDA/ML method and GRLVQI classifier-based method. In the experiment, there were 36 scenarios where 4 known and 9 unknown ZigBee devices were randomly chosen, and the RndF, MDA/ML, and GRLVQI methods obtained a TPR ≥ 90% and an FPR ≤ 10% in 31, 20, and 25 scenarios, respectively.

Since 2019, more and more TML-based methods have been applied to open set RFF identification. Tian et al. [70] applied RFF technology to the Industrial Internet of Things (IIoT) and accomplished open set identification for 8 known and 2 unknown devices using KNN, obtaining close to 100% detection rate of unknown devices at 10 dB SNR. The authors in [92] employed the classical one-class classifier Support Vector Data Description (SVDD) and achieved a detection rate of 90% in the case of 8 known devices and 2 unknown devices at an SNR of 15 dB. Kokalj-Filipovic et al. [95] proposed an algorithm named Deep-delay Loop Reservoir Computing (DLR), based on which the classification of 10 known WiFi transmitters was completed, followed by transfer of parameters to Multilayer Perceptron (MLP) and using the softmax value as a criterion to detect unknown devices, obtaining more than 99% detection rate with the addition of 10 unknown devices and keeping the false alarm rate less than 1%. Medaiyese et al. [96] proposed a semi-supervised learning method based on the Local Outlier Factor (LOF) algorithm, which was able to detect UAV signals from Bluetooth signals and WiFi signals with an accuracy of 96.7% at 30 dB SNR. Inspired by research on face recognition, Zhou et al. [97] applied the Gaussian Probabilistic Linear Discriminant Analysis (GPLDA) to the open set RFF identification, with an equal error rate (EER) of only 0.63% in an experimental scenario involving 6 known and 6 unknown ZigBee devices.

### 7.3 Deep learning-based open set RFF identification

In Section 6.2, the application of deep learning (DL)-based methods to the closed set RFF identification is demonstrated, where the DL-based methods tend to achieve higher classification accuracy in comparison to TML-based methods. However, when samples of unknown devices are added to the test set, classical neural networks based on cross-entropy loss as well as softmax activation function always misclassify the tested sample to a known device with the highest probability [98]. Therefore, the innovation of neural network-based classifiers is of great importance in order to address open set problems. A brief pipeline is presented in Figure 13.
7.3.1 Classifier design and case studies

Hanna et al. explored different structures of neural network classifiers for the open set problem in 2020 [99] and 2021 [100], respectively. They replaced the original classification layer of ResNet with One vs All (OvA) or OpenMax classifier and performed the open set identification using I/Q samples of WiFi signals. The OvA method constructs binary classifiers for every legal device, performing one-vs-one verification for unknown signal samples, while OpenMax is a classical method for solving the open set problem [101], where a separate category is added to the output as a representation of negative samples.

The above method is based on the threshold setting to determine whether the target sample belongs to a known device or an unknown device, but it cannot directly determine the number of unknown devices classes. For this problem, Wong et al. [50] proposed a semi-supervised learning method that combined supervised RFF extraction with unsupervised clustering for the purpose of detecting unknown devices. In the experiment, I/Q signal-based RFF was further processed by CNN, and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) was employed to perform the clustering, reaching an adjusted mutual information (AMI) of more than 0.8, and the determination of 24 existing devices in the case of 15 known and 15 unknown USRP devices.

Based on the research above, we can summarize the classifier design of open set RFF identification based on DL, which can be categorized into supervised threshold setting-based and unsupervised clustering-based methods. The former mainly relies on the dataset of labeled known devices to learn an effective decision threshold to precisely distinguish between known and unknown devices. Here labels of known devices can be either known conditions or obtained from unlabeled data with the designed algorithm. The latter primarily relies on unsupervised clustering algorithms to complete the category determination, which is generally combined with supervised training of neural network-based representer.

In research based on the pipeline demonstrated in Figure 13, only a few employed unsupervised clustering-based classifiers. Inspired by the proposed method in [50], Bassey et al. [73] employed CNN as the representer of RFF features, and utilized DBSCAN to perform clustering, reaching an AMI of 0.79 in the case of 5 known and 1 unknown ZigBee devices. From the experimental results of these two papers, it can be observed that the open set identification method based on clustering is able to detect the number of unknown devices to a certain extent, but it is not satisfactory in terms of accuracy.

Actually, in many application scenarios, the number of unknown device categories is not very valuable, therefore methods based on supervised threshold setting have received more attention. Reus-Muns et al. [51] proposed an authentication algorithm for 5G open RANs, which utilized CNN to extract RFFs from the I/Q samples of the base station signals, and accomplished one-vs-one verification based on softmax score. Also employing CNN to extract RFFs, Xie et al. [23] further enlarged the inter-class difference of the obtained RFF features using hyperspherical projection, and employed the cosine distance to portray the similarity of these features, reaching an AUC of 0.999 when EER was only 0.012, in the case of 45 known and 9 unknown ZigBee devices. Xu et al. [102] employed the intra-class splitting (ICS) technique where the known devices that are difficult to classify were used as the determination boundary to detect unknown devices. Transformer-based representer was also utilized to extract latent RFF features and to accomplish the open set identification task, reaching a detection rate that surpassed alternative open
set identification schemes such as Modified ICS [103], CROS [104], and Hybrid OvA [100], under the experimental condition of 20 known and 10 unknown USRP devices.

In addition to the above research, Wang *et al.* [105] proposed an unknown device detection scheme based on a Siamese network, which utilized SLS SNR traces of 5G signals as RFF, obtaining a detection rate of 99% in different experimental scenarios. Xie *et al.* [60] replaced the softmax classifier of CNN with an intrinsic feature memorizer which was used for detecting unknown signals. Huang *et al.* [106] extracted RFFs in ADS-B signals with zero-bias CNN and employed the OpenMax classifier for open set identification. Zhao *et al.* [107] employed ResNet to extract RFFs from civil aviation radar signals and accomplished open set identification using Softmax-threshold and OpenMax-based approaches, respectively. The experimental results demonstrated that the Softmax-threshold approach is more advantageous in the classification of known devices, while the OpenMax-based approach is more applicable to the detection of unknown devices.

### 7.3.2 Application of metric learning

In the research of DL-based open set RFF identification, various types of neural networks have been employed to extract latent features with validity and generalization ability. Meanwhile, the identification mechanism based on these high-dimensional features often relies on the difference between sample pairs, which implies that for a discriminative model based on threshold setting, it makes sense to increase the inter-class gap and decrease the intra-class gap, and this is consistent with the nature of metric learning. Xie *et al.* [23] mapped the extracted features to the hypersphere to further enlarge the distinctions in RFF features between different known devices. Moreover, the loss function of the neural network is able to describe the distance between different feature parameters, such as contrastive loss [108], triplet loss [109], center loss [110], large-margin softmax loss [111], etc. At present, there are still few studies that apply these loss functions to the open set RFF identification. Reus-Muns *et al.* [51] combined triplet loss with cross-entropy loss in order to enlarge the difference between sample pairs during the training stage. Lei *et al.* [112] improved triplet loss by adding a penalty for intra-class distance and obtained an accuracy improvement of about 1% in the experiments.

Based on the dataset and method provided in [51], we visualized the high-dimensional RFF features using t-SNE, which is demonstrated in Figure 14. It is apparent that the high-dimensional RFF features of 4 WiFi devices are converted by triplet loss from the original 7 clusters in Figure 14a to 4 clusters in Figure 14b, and the distinction between clusters of different categories becomes more evident. This case vividly demonstrates the positive effects of metric learning on the training stage of RFF identification.

![Figure 14. 2D feature visualization using t-SNE. (a) Network is trained without triplet loss. (b) Network is trained with triplet loss.](image-url)
Table 5. Methods for data augmentation in RFF identification

<table>
<thead>
<tr>
<th>Methods</th>
<th>Description</th>
<th>Application scenarios</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional signal</td>
<td>Use signal processing to simulate device samples</td>
<td>Most in closed set problems</td>
<td>• High explainability.</td>
<td>• Narrow scope of application.</td>
</tr>
<tr>
<td>processing</td>
<td>in designed condition.</td>
<td></td>
<td>• Low time consumption.</td>
<td>• Dependence on prior information and expert knowledge.</td>
</tr>
<tr>
<td>GAN</td>
<td>Train GAN model to generate device samples.</td>
<td>Most in open set problems</td>
<td>• The best sample quality.</td>
<td>• High complexity of design.</td>
</tr>
<tr>
<td>Autoencoder</td>
<td>Train Autoencoder model to generate device</td>
<td>Most in open set problems</td>
<td>• Useful latent feature representation.</td>
<td>• Unstable training results.</td>
</tr>
<tr>
<td></td>
<td>samples.</td>
<td></td>
<td>• Good sample quality.</td>
<td>• Low explainability.</td>
</tr>
</tbody>
</table>

Figure 15. Typical architectures of generative models. Note that $F$, $F'$, $z$, and $e$ represent input RFF features, generated/decoded features, random noise and encoded vector, respectively. (a) GAN. (b) Autoencoder

It should be noted that metric learning has a promising application prospect in RFF identification (e.g., RFF against channel variation [51]), but the performance still remains to be verified.

7.4 Generative model-based open set RFF identification

In the open set problem, since the training set only contains known device samples and the test set merely consists of unknown device samples, their data do not satisfy the assumption of identical distribution, which is the main reason for the decrease in the accuracy of open set identification. In this regard, the generative model (GM) is an effective countermeasure, which can improve the identification accuracy to a certain extent by generating unknown device samples for training. Existing data augmentation methods utilized in RFF identification are summarized in Table 5, among which, however, traditional signal processing methods such as rotation, flipping, and adding Gaussian noise [113], are unable to meet the demand of generating effective unknown device samples because of the difficulty to portray complex channel condition in practical scenarios and differences of RFFS between known and unknown devices. Therefore, researchers turned their attention to DL-based data augmentation methods, such as GAN and Autoencoder. Typical architectures of GAN and Autoencoder are illustrated in Figure 15. In fact, generative models are usually able to accurately describe the feature distribution of known devices [114], and thus can obtain high detection rate of unknown devices.

7.4.1 GAN-based generative model

Zhao et al. [115] proposed an improved GAN model to generate samples of unknown devices in a two-dimensional feature space surrounding clusters of known device features, enhancing both identification accuracy and recall in the experiments. Roy et al. [116, 117] generated rogue device samples with GAN and I/Q signals of USRP devices, based on which the detection of counterfeit was successfully performed. Han et al. [118] obtained an unknown device detection rate of 99.98% based on Wasserstein GAN with gradient penalty (WGAN-GP) and multi-classifier. Chen et al. [119] utilized GAN to generate unknown device samples and randomly selected 1 out of 54 ZigBee devices as known devices and the remaining 53 as unknown devices, achieving 95% open set identification accuracy at an SNR of 30 dB. Wang et al.
Table 6. Current state-of-the-art open set RFF identification methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Reference</th>
<th>Openness</th>
<th>Device/Protocol</th>
<th>Signal preprocessing</th>
<th>Category of RFF/ Further processing</th>
<th>Classifier</th>
<th>Experimental result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional machine learning</td>
<td>IEEE IoT 2021 [49]</td>
<td>29.29%</td>
<td>WiMAX</td>
<td>Raw</td>
<td>RF-DNA/Relief-F for FDR</td>
<td>SVM</td>
<td>TPR ≥ 90%, FPR ≤ 10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>at 6 dB SNR</td>
</tr>
<tr>
<td>Deep learning based</td>
<td>IEEE IoT 2021 [97]</td>
<td>18.35%</td>
<td>ZigBee</td>
<td>Frequency/phase offset compensation</td>
<td>1/Q data/ LDA for FDR</td>
<td>GPLDA</td>
<td>EER = 0.0063 at 30 dB SNR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generative model-based</td>
<td>IEEE GLOBECOM 2021 [120]</td>
<td>50.00%</td>
<td>WiFi</td>
<td>Raw</td>
<td>1/Q data/ Blind outlier generation with Autoencoder</td>
<td>OvA classifier and</td>
<td>EER = 0.020, AUC = 0.998</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>at 30 dB SNR with device agingb</td>
</tr>
</tbody>
</table>

Note: (a) Specifically refers to preprocessing other than basic operations such as normalization and signal slicing, which does not require prior information. (b) Also known as parameter drift, which will be discussed in Section 8.1.1. (c) |A| denotes the number of known devices.

[105] proposed an open set identification scheme for 5G mmWave, which was based on GAN and RFFs named SLS SNR trace.

7.4.2 Autoencoder-based generative model
Utilizing Autoencoder, Karunaratne et al. [120] proposed two blind outlier generation schemes based on the ellipsoidal method and optimization method, respectively. The former relies on experience in the setting of hyperparameters, while the latter requires more resources in the computation of gradient descent. In the experiment, 30 unknown WiFi transmitters were set, together with a different number of known transmitters. The experimental results showed that the accuracy improvement obtained by the ellipsoidal method and optimization method was up to 15% and 25%, respectively, compared to the case without data augmentation. Nosouhi et al. [121] performed the detection of unknown 5G devices using beam pattern as RFF and deep Autoencoder as data augmentation method, obtaining a detection rate of 98.6% when there were 100 known devices.

7.5 Summary
This section presents a comprehensive survey on the open set RFF identification and clarifies the development of related research, pointing out three approaches to solving the open set problem, which are methods based on traditional machine learning, deep learning, and generative model. The current state-of-the-art methodologies are summarized in Table 6. It is worth mentioning that researches related to open set problems are much less than that related to closed set problems, and various effective methodologies are yet to be further explored by researchers.

8 Challenges and future research directions
This paper demonstrates that RFF identification is an important technique in the field of physical layer security for the identification of IoT devices. However, this technique is still in the development stage and there are still remaining challenges. This section summarizes the challenges faced by RFF identification and future research trends.

8.1 Challenges in RFF identification
8.1.1 Effectiveness and robustness of features
(1) Parameter drift
IoT devices generally have a long duration of service, therefore the aging of the device is an unavoidable issue, and the resultant changes in the RFF will also have an impact on the performance of identification [23, 27, 97].

(2) Manufacturing technology
IoT devices produced by the same manufacturer often have similar RFFs, which poses a direct threat to the fundamental characteristic of Uniqueness. To address this problem, current research either adopts deep learning methods to explore latent RFF features or utilizes the special properties of certain feature parameters, such as the long-term stability of CFO [17]. Moreover, with the improvement of the manufacturing process, the representation ability of some RFF features inevitably decreases, which causes difficulties in distinguishing IoT devices. For this problem, injectable RFFs seem to be a promising solution [122].

8.1.2 Sample composition of identification model
(1) Complexity
In the open set RFF identification schemes presented in this paper, the unknown devices are unauthorized devices that appear only in the test set. However, in practical application scenarios, samples of unauthorized devices are sometimes available in the training stage [100, 120, 123–125], which can be called Universum data. Therefore, how to effectively utilize these samples to enhance the security of the physical layer is a question worth investigating.

(2) Diversity
Currently, the diversity of data samples can be summarized into three main types. The first is the case where the number of samples is small, such as few-shot [60, 105], one-shot [97], and even zero-shot conditions. The second is the case of imbalanced samples, which is mainly reflected by the difference in the number of samples from different devices (also known as the problem of long-tailed distribution), or the difference between the number of positive and negative samples. The third is the case of large-scale samples [34, 84]. All three of these cases have an impact on the performance of RFF identification.

8.1.3 Requirements of application scenarios
(1) Scalability
In practical scenarios, devices are often constantly registered and can be logged out at any time [24], therefore the requirements for RFF identification could be constantly changing, which poses a challenge to the scalability of the identification model. Thankfully, the methodologies based on semi-supervised learning, transfer learning [96, 125], and incremental learning [59, 126, 127], which have been applied in RFF identification, provide guidance to address this challenge.

(2) Multi-task
Practical application scenarios for RFF identification often have requirements for multi-task, such as the simultaneous execution of known device classification and unknown device detection. A simple solution is to complete every task separately, but such an approach may result in a waste of resources. Therefore, how to obtain optimal results for multiple tasks simultaneously is a valuable research point.

(3) Unsupervised learning
The lack of labeled datasets is a possible challenge in practical scenarios, especially under non-cooperative conditions [128]. As to IoT device identification, traditional machine learning algorithms such as K-Means and DBSCAN often meet with problems of low accuracy, while the studies based on deep learning methods are currently sparse.

8.1.4 Resource limitation
(1) Measurement accuracy
Compared to low-end receivers (e.g., USRP), RFFs obtained based on high-end receivers (e.g., PXIe system [93]) tend to be more effective. In fact, the sampling rate of the received signal tends to be positively correlated with the performance of RFF identification within a certain range [30, 64, 79]. In practice, however, low-cost receivers usually have lower measurement accuracy, which poses a challenge to the design of the RFF identification scheme.
### Table 7. Open source RFF datasets

<table>
<thead>
<tr>
<th>Reference</th>
<th>Device/Protocol</th>
<th>Transmitter population</th>
<th>Receiver</th>
<th>Sample rate</th>
<th>Frequency</th>
<th>Real-world (R)/Generated (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[129]</td>
<td>ZigBee</td>
<td>60</td>
<td>USRP N210</td>
<td>10 MS/s</td>
<td>2.505 GHz</td>
<td>R</td>
</tr>
<tr>
<td>[130]</td>
<td>LoRa</td>
<td>10</td>
<td>USRP N210</td>
<td>250 kS/s</td>
<td>868.1 MHz</td>
<td>R</td>
</tr>
<tr>
<td>[131]</td>
<td>Bluetooth</td>
<td>10</td>
<td>USRP X300</td>
<td>2 MS/s</td>
<td>2.414 GHz</td>
<td>R</td>
</tr>
<tr>
<td>[132]</td>
<td>WiFi</td>
<td>174</td>
<td>USRP B210/N210/X310</td>
<td>25 MS/s</td>
<td>2.462 GHz</td>
<td>R</td>
</tr>
<tr>
<td>[133]</td>
<td>ADS-B</td>
<td>&gt;140</td>
<td>USRP B210</td>
<td>8 MS/s</td>
<td>1.090 GHz</td>
<td>R</td>
</tr>
<tr>
<td>[134]</td>
<td>DJI M100 UAV</td>
<td>7</td>
<td>USRP X310</td>
<td>10 MS/s</td>
<td>2.4 GHz</td>
<td>R</td>
</tr>
<tr>
<td>[34]</td>
<td>USRP N210/X310</td>
<td>20</td>
<td>USRP N210</td>
<td>20 MS/s</td>
<td>2.432 GHz</td>
<td>G</td>
</tr>
<tr>
<td>[51]</td>
<td>USRP X310</td>
<td>4</td>
<td>USRP B210</td>
<td>5 and 7.68 MS/s</td>
<td>2.685 GHz</td>
<td>G</td>
</tr>
</tbody>
</table>

### (2) Computing and storage resources

Computing and storage resources are also constraints for RFF identification, especially for lightweight application scenarios. Therefore, the trade-off between identification accuracy and resource consumption can be added as an optimization problem in the process of scheme design.

### (3) Open source RFF datasets

A quality dataset can not only facilitate the training of deep learning-based RFF identification methods to obtain effective neural network models, but also serve as a benchmark to measure the strengths and weaknesses among different methods. However, there is still a lack of open source RFF datasets, which slows down the progress of related research to some extent.

For convenience, Table 7 lists some of the datasets that have been made open source after 2020. Nevertheless, many of them have a limited number of transmitter population and there still remains a lack of high-quality RFF datasets of real-world LTE and 5G-NR signals.

### 8.2 Future research directions

#### 8.2.1 RFF applications in practical scenarios

Currently, there are research gaps in RFF identification technology with respect to two aspects: (1) In Narrow Band Internet of Things (NB-IOT), 5G massive Machine Type Communications (mMTC), and Internet of Vehicles (IoV), there exist terminals whose operating frequency points and bandwidths are dynamically changing. However, most previous research on RFF was focused on devices with fixed bandwidth and frequency points, which are not applicable to the scenarios above. (2) In scenarios such as IoV, WiFi, etc., terminals may have multiple antennas and the transmitted signals will exhibit different RFF features from terminals with single antenna due to MIMO diversity or space-time coding, which has been rarely investigated.

#### 8.2.2 Universal RFF

Compared with the current RFF technologies, a universal RFF no longer needs to construct features with specificity based on information such as the modulation mode of the signal. Instead, it can be applied to communication scenarios of different protocols and environments, requiring only subtle or even no additional scheme adjustments. It is a difficult but prospective problem to find such a universal RFF and apply it to closed set and open set environments.

#### 8.2.3 Application of interpretable neural networks

There have been many research achievements demonstrating the important role of neural networks in RFF identification, but most of them encounter bottlenecks in accuracy improvement. The major reason lies in the incapability to accurately describe the discriminative process and boundary conditions of neural networks, therefore effective adjustment of the model cannot be accomplished. In this case, research related to interpretable neural networks is promising to promote the improvement of RFF identification technology.
9 Conclusion

This paper provides a comprehensive survey on RFF identification, which is a promising technique for IoT device identification. The relevant research achievements, especially the frontier studies in recent years, are discussed thoroughly. We clarify the process of RFF identification and the details of each stage, specifying the role of signal preprocessing, current schemes of RFF feature extraction, and further processing methods. We refine the framework of RFF identification from the perspective of closed set and open set problems, aiming to propel the technology based on RFF towards practical application scenarios. Furthermore, we summarize the research challenges and point out that RFF applications in practical scenarios, the universal RFF, and the application of interpretable neural networks are promising subsequent research directions in this field.
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